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Abstract
Graph representation learning, which maps high-dimensional graphs or sparse graphs into a low-dimensional vector space, 
has shown its superiority in numerous learning tasks. Recently, researchers have identified some advantages of context-
sensitive graph representation learning methods in functions such as link predictions and ranking recommendations. However, 
most existing methods depend on convolutional neural networks or recursive neural networks to obtain additional infor-
mation outside a node, or require community algorithms to extract multiple contexts of a node, or focus only on the local 
neighboring nodes without their structural information. In this paper, we propose a novel context-sensitive representation 
method, Context-Sensitive Graph Representation Learning (CSGRL), which simultaneously combines attention networks 
and a variant of graph auto-encoder to learn weighty information about various aspects of participating neighboring nodes. 
The core of CSGRL is to utilize an asymmetric graph encoder to aggregate information about neighboring nodes and local 
structures to optimize the learning goal. The main benefit of CSGRL is that it does not need additional features and multiple 
contexts for the node. The message of neighboring nodes and their structures spread through the encoder. Experiments are 
conducted on three real datasets for both tasks of link prediction and node clustering, and the results demonstrate that CSGRL 
can significantly improve the effectiveness of all challenging learning tasks compared with 14 state-of-the-art baselines.

Keywords Context-sensitive · Graph Representation learning · Graph auto-encoder

1 Introduction

Graph representation learning (GRL) is a powerful graphi-
cal representation technique utilized in various applications, 
e.g., the node clustering task of aggregating similar news 
[2, 31], the link prediction task of assessing associated 

information between users on social networks [8, 18], or the 
recommendation task of predicting the interest of users on 
shopping platforms [3, 34]. Most existing research focuses 
on context-free representations, incorporating only node rep-
resentations of local or global domain features to accom-
plish node representation [6, 21, 22, 26]. Sheikh et al. [24] 
investigated how attributes can be modeled and used with 
structural information for learning representation. Pan et al.
[19] proposed to learn the optimal representation of nodes 
jointly employing node structure, node content, and node 
labels. We can generalize that context-free representations 
lead to the loss of many vital details and the performance of 
network analysis tasks.

Recently, context-sensitive representations have been 
proposed to compensate for the lack of a single node repre-
sentation. The context-sensitive approach improves the rep-
resentation of nodes by capturing multiple contexts of nodes 
and learning multiple representations of nodes. For the same 
node, its representation varies with the target task. These 
context-sensitive representations either depend on additional 
textual information [27, 35], or refer to the local structure 
only [4, 11]. For example, [27] focused on the content of 
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neighboring nodes and proposed that a node should have dif-
ferent embeddings when interacting with neighboring nodes 
that exhibit different aspects. Zhang et al. [35] paid atten-
tion to the level of integrity connectivity between two texts, 
suggested diffusion graphs for text network embedding, and 
exploited the graph’s global structure information to capture 
the semantic correlation between texts. Epasto and Perozzi 
[4] proposed a method for learning multiple representations 
of nodes in graphs based on ego-network decomposition, 
utilizing nodes’ roles in different local structures for encod-
ing. Kefato and Girdzijauskas [11] exploited the attention 
pool network to illustrate the importance of personaliza-
tion of neighbor of nodes. We try to produce high-quality 
context-sensitive node representations by focusing only on 
the structural information of the nodes and not on any other 
information.

This paper is based on the Graph Neighborhood Atten-
tive Pooling (GAP) model proposed in [11], which captures 
nodes from their neighbors, and the formation of the source 
node varies with target node to achieve contextual correla-
tion. GAP captures the common neighbor nodes of source 
and target nodes and ignores other neighbor nodes mainly 
through pooling operations. We argue that pooling opera-
tions ignore local structure information. For example, in 
Fig. 1, the sets of neighboring nodes of node 5 and node 6 
are {3, 4, 6, 8, 9} and {3, 4, 5, 7}, respectively. If node 5 
and node 6 communicate, GAP focuses mainly on the com-
mon nodes (node 3 and node 4) and ignores the other nodes. 
It can be observed that the neighbor node 7 of node 6 and 
the neighbor nodes {8, 9} of node 5 are related, but this 
relationship is ignored. In addition, whether the presence or 
absence of association between node 3 and node 4 impacts 
the communication between node 5 and node 6. In summary, 
we think that the local structure information has an essential 
impact on the node representation.

In this paper, we attempt to generate high-quality context-
sensitive representations by considering neighboring nodes 
and local structure information and propose a novel context-
sensitive representation method, Context-Sensitive Graph 
Representation Learning (CSGRL). CSGRL is inspired 
by the Graph Auto-Encoder (GAE) [15]. GAE takes graph 
convolutional neural network (GCN) [16] as an encoder 
because GCN can learn node features and structural infor-
mation while applying it to arbitrarily structured nodes and 
graphs. We exploit the asymmetric graph encoder consisting 
of two layers of GCN to learn the structure of neighbor-
ing nodes. First, it takes advantage of information about the 
neighboring nodes themselves, and then it learns the local 
structural information as well. In this way, the method can 
learn a higher quality context-sensitive representation of the 
nodes by combining the two types of structural information 
mentioned.

For a pair of nodes, the steps to generate high-quality 
node representations of our proposed CSGRL method are 
as follows: 

(1) Obtain a sequence of neighboring nodes with a fixed-
size as input to CSGRL.

(2) Compute the soft alignment matrix between the node 
pairs.

(3) Calculate attention vectors by a variant of graph auto-
encoder.

(4) Get the representation of the attention vector for source 
and target nodes.

(5) Rank all target nodes according to the scores they get.

We have achieved state-of-the-art performance for both link 
prediction and node clustering tasks on three datasets, and 
the results demonstrate that the simultaneous consideration 
of neighboring nodes, local structural and interactive struc-
tural information can improve the representation ability of 
GAP.

In summary, our contribution is threefold:

• We propose a context-sensitive representation method 
that integrates neighboring nodes and local structural 
information.

• We design a novel asymmetric graph encoder that can 
efficiently encode the local structure information of the 
source and target node to obtain their potential represen-
tations.

• Experiments on three datasets demonstrate that CSGRL 
is significantly superior to most of the state-of-the-art 
methods involved.

Fig. 1  A graph with some nodes and edges
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2  Related work

2.1  Graph auto‑encoder

In the current research, graph auto-encoders have become 
the preferred method for embedding graphs due to their 
excellent performance, efficiency, and ease of use. GAE 
was first proposed as a non-probabilistic form of varia-
tional graph auto-encoder (VGAE). Initially proposed by 
[15], the VGAE method extends Variational Auto-encoder 
(VAE) [14] to graph data, utilizing GCN as the encoder 
and a simple inner product as the decoder for learning 
graph embeddings. Pan et al. [20] proposed the Adversar-
ial Regularized Variational Graph Autoencoder (ARVGA) 
based on VGAE to solve that VGAE does not impose any 
restrictions on the underlying representation distribution. 
To improve the representation capabilities of node embed-
ding, Hasanzadeh et al. [9] suggested the SIG-VAE model, 
which combines semi-implicit hierarchical variational dis-
tributions with variational auto-encoders. Grover et al. [7] 
was inspired by the low-rank approximation and integrated 
the iterative graph segmentation strategy and the VGAE 
to obtain the Graphite model. Huang and Frederking [10] 
proposed a random walk-based method to regulate the 
representation of graph autoencoders that can constrain 
the potential representation distribution ignored by the 
decoder.

2.2  Context‑sensitive representation learning

Context-free representation learning is the acquisition 
of context-free representations of nodes. The DeepWalk 
method is the first proposed label-independent graph 
embedding method, which extracts local spatial infor-
mation from a random walk to obtain a node’s embed-
ding representation [21]. The Node2Vec method is then a 
biased random wander procedure for increasing the flexi-
bility of exploring neighboring nodes of all orders and get-
ting richer node expressions [6]. Wang et al. [29] proposed 
a novel deep network to capture highly nonlinear network 
structures. Yang et al. [32] considered textual features 
of vertices in network representation learning. Pan et al. 
[19] exploited the structure, content, and labels together 
to learn the best representation of nodes. Sheikh et al. [24] 
examined how properties can be modeled and combined 
with structural information for learning. Kefato et al. [13] 
proposed a representation that combines topology, infor-
mation content, and diffusion processes to co-learn nodes. 
Many other related works are also available [16, 23].

Opposite to context-free representation learning, its 
context-sensitive counterpart refers to the case where a 

given node is projected into a low-dimensional space in 
conjunction with its context. For example, Tu et al. [27] 
proposed a community-based checking algorithm to iden-
tify the context of nodes, which exploits the text informa-
tion generated by the users in social networks and adopts 
cross attention methods to establish a context-sensitive 
learning model. The representation of nodes in the net-
work varies with the linked neighbors. According to the 
authors, the algorithm performed perfectly well for the 
link prediction task on social networks. Epasto and Perozzi 
[4] proposed a multi-dimensional embedding representa-
tion method for polysemous words, mapping every aspect 
of the node as an embedding vector and keeping the 
degree of correlation. Yang et al. [33] exploited a method 
for modeling through multiple aspects of the target node 
and specifying its contextual environment. Context mask-
ing operations are first designed at the feature level, then 
context focus mechanisms are designed at the node level. 
Finally, contextual environment interaction is achieved by 
processing adjacent target nodes based on intermediate 
nodes. Kefato and Girdzijauskas [12] and Leskovec et al. 
[11] proposed methods for learning node representations 
without using additional textual information but instead 
implementing attention pooling networks. The model pro-
posed in this paper is based on the scalable graph attention 
pooling network model. Unlike the methods mentioned 
above, we focus on combining attention networks and a 
variant of graph auto-encoder with learning weighty infor-
mation about various aspects of the neighboring nodes 
involved.

3  Preliminary knowledge

In this section, we discuss some preliminary knowledge 
before presenting the details of the method. Before intro-
ducing the different sections further, we provide the symbols 
that will be used in the paper. Table 1 contains a brief over-
view of these symbols.

3.1  Graph auto‑encoder

GAE consists of two major components: an encoder and a 
decoder. The encoder takes a graph as input and converts 
it into embedding through a two-layer GCN, and then the 
decoder reconstructs the original graph with an inner-prod-
uct structure. The procedures of encoding and recoding are 
depicted in Fig. 2.

Encoding: GAE utilizes GCN to derive latent representa-
tions (or embedding) of nodes. The following equation can 
express its process.
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where X , A are taken as GCN inputs and denote the node 
features and the adjacency matrix. Z ∈ ℝ

n×d (n denotes the 
number of nodes, and d is the dimension of the representa-
tion vector) represents the output, which is the latent repre-
sentation of all nodes.

The structure of GCN is:

where Ã = D−1∕2AD−1∕2 ( D is the degree matrix ). W0 and 
W1 represent the matrix of parameters to be learned.

Decoding: GAE reconstructs the original graph with an 
inner product.

(1)Z = GCN(X,A)

(2)GCN(X,A) = ÃReLU
(
ÃXW0

)
W1

(3)Â = 𝜎
(
Z ⋅ ZT

)

where Â denotes the reconstructed adjacency matrix, and 
�(⋅) is the logistic sigmoid function.

3.2  Graph neighborhood attentive pooling

Figure 3 provides a brief description of the GAP’s proce-
dures. GAP adopts the Attentive Pooling Networks (APN) 
model to learn a graph G = (V ,E) , where V denotes the set 
of nodes and E represents the set of edges in the graph. 
A neighbor sampling function N ∶ V → 2V  is defined to 
map each node u ∈ V  to a set of nodes Nu ⊆ V  . A straight-
forward way of implementing Nu is to let it be first-order 
neighboring nodes of u ( Nu = [v ∶ (u, v) ∈ E ∨ (v, u) ∈ E] ) 
and APN is streamlined with this function. We consider 
neighboring nodes sequence N source =

(
u1, u2,… , ub

)
 , 

N target =
(
v1, v2,… , vb

)
 for a pair of nodes (u, v) ∈ E  , 

where the nodes are listed in an arbitrary order. 

Table 1  Symbols and their 
meanings used in this paper

Symbols Descriptions

G A Graph
V The set of nodes in a graph
u, v Nodes u, v ∈ V .
u
s
 , v

t
 , v

k
The source node u

s
 , the target nodes v

t
 and v

k

E The set of edges in a graph
n The number of nodes in a graph
A The graph adjacency matrix
X The feature matrix
b The number of neighboring nodes
d The dimension of the representation vector
Z The latent representation of nodes
D The degree matrix
S,T The nodes representation matrices
N
u

The neighboring nodes of a node u
Nsource,Ntarget The sets of nodes
E
u

The global embedding of node u ∈ V

�(⋅) The sigmoid activation function
Aattention The soft alignment matrix
W0,W1,W

(l) Learnable parameters
P0,P1,Q0,Q1 Learnable parameters
U,V The potential representations of source and target nodes
R
uv
,R

uk
The scores of (U,V) and (U,K)

� The regularization parameter
ReLU The ReLU function
r
s
, r

t
The context representations of the source node and the target node

Fig. 2  Encoding and decoding 
of GAE
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S =
(
u1, u2,… , ub

)
 and T =

(
v1, v2,… , vb

)
 are formed by 

uniting the word embedding vectors of each node in N source 
and N target , respectively.

With a source node us is identified, we are going to learn 
multiple context-sensitive graph embedding representa-
tions about us and the paired target node vt . The following 
steps are the specific implementation process of GAP. 

(1) Beginning with the graph embedding representation S 
and T.

(2) A trainable parameter  matr ix P ∈ ℝ
d×d  is 

employed to compute the soft alignment matrix 
Aattention = tanh

(
ST ⋅ P ⋅ T

)
 between node pairs (us, vt).

(3) Maximum pooling for each dimension of Aattention to 
der ive the unnormalized at tent ion vector 
s�
i
= max

(
A attention (i, ∶)

)
 , t�
j
= max

(
Aattention(∶, j)

)
 , then 

calculate the acquaintance score through the neighbor-
ing nodes for the source node us and target node vt.

(4) Normalization is performed by softmax opera-
tions ( softmax

(
s′
)
 and softmax

(
t′
)
 ), then the con-

text representation rs and rt are computed by 

rs = S ⋅ softmax
(
s�
)T  and rt = T ⋅ softmax

(
t�
)T  of 

source node us and target node vt.

Note that GAP only samples the neighboring nodes but 
ignores its local structural information. We try to extract 
the structural information of the neighboring nodes with the 
asymmetric graph encoder to obtain a high-quality represen-
tation of the node.

4  Our method

In this section, we first describe the overall work of CSGRL, 
then clarify in detail the content of the asymmetric graph 
auto-encoder, and finally provide the optimization function 
of the model.

4.1  Description of overall work

Assuming a graph G = (V ,E) , where V and E denote the set 
of n vertices and m edges, respectively. We learn the con-
text-sensitive representation by the interaction between node 
pairs, i.e., by the interaction between a node and its neigh-
bors, learning multiple contexts to which the node belongs. 
Same as GAP, we obtain the set N source =

(
u1, u2,… , ub

)
 

and N target =
(
v1, v2,… , vb

)
 of neighboring nodes for node 

pair (u, v) ∈ E by the first-order neighbor sampling func-
tion N. After obtaining the neighboring nodes, we unite the 
global embedding of each neighboring node to get the encod-
ing matrices S =

(
u1, u2,… , ub

)
 and T =

(
v1, v2,… , vb

)
 for 

the interactive content. The follow-up work is also to achieve 
the personalized importance of neighboring nodes in the 
interaction with an attention mechanism, i.e., to calculate 
the soft alignment scores between node pairs in S and T . 
Unlike the work of GAP, we employ the asymmetric graph 
encoder to encode the alignment matrix Aattention to derive 
relatively important neighbor nodes through the local struc-
ture. We expect to obtain attention weights for important 
nodes, i.e., neighbors of relative importance in the context 
receive higher weights. Finally, to train the whole model, we 
introduce bayesian personality ranking. In the following, we 
introduce the asymmetric graph encoder and the optimiza-
tion function, respectively.

4.2  Asymmetric graph encoder

Inspired by the GAE, we propose the asymmetric graph 
encoder, adopting two-layer GCN for encoding. The basic 
process of GCN is to apply a multi-layer convolution to the 
input adjacency matrix A and the feature matrix X , then con-
nect the output layers to obtain the result Z . The propagation 
rule is as follows:

Fig. 3  The GAP model
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where H(l) denotes the lth layer’s output and the input of the 
(l + 1)th layer.

Assuming that all neighboring nodes of source nodes 
ui ∈ N source and target nodes vi ∈ N target are d-dimensional, 
the encoder aims to generate a representation of potential 
factors with structural information. For this purpose, we 
propose the asymmetric graph encoder to obtain potential 
representations of source and target nodes. For the attention 
matrix A attention ∈ ℝ

b×c , the representation matrix S ∈ ℝ
b×d 

of the source node, and the representation matrix T ∈ ℝ
c×d 

of the target node, the potential factor of the source node can 
be calculated by the following equations:

where � is the logistic regression function, P0 and P1 denote 
the weight matrices. Similarly, the potential factor of the 
target node can be calculated by the following two formulas:

where Q0 and Q1 are weight matrices. With the asymmetric 
encoder, we can obtain context-sensitive representations of 
the nodes with structural information. Finally, the similarity 
score is calculated from the dot product UV of the source 
and target node representations.

4.3  Optimization

Bayesian Personality Ranking (BPR) models a triad of one 
source node and two target nodes, with one target node gain-
ing positive feedback and the other not. A very popular form 
of BPR is:

where � denotes the logistic regression function, R̂ij and R̂ik 
indicate the scores of two target nodes and the source node, 
respectively. RB can be summarized as:

where j ∈ R(i) represents 
(
ui, vj

)
∈ E and k ∉ R(i) is (

ui, vk
)
∉ E

In this work, we include BPR as one of the modules because 
the aim is to learn a context-sensitive embedding that allows 

(4)H(l+1)
= f

(
H(l),A

)
= �

(
A ⋅H(l)

⋅W(l)
)

(5)U
0
= ReLU

(
AT

attention
⋅ S ⋅ P0

)

(6)U = �
(
A attention ⋅ U

0
⋅ P1

)

(7)V
0
= ReLU

(
AT

attention
⋅ T ⋅ Q

0

)

(8)V = �
(
A attention ⋅ V

0
⋅ Q

1

)

(9)argmin
∑

(i,j,k)∈RB

− ln 𝜎
(
R̂ij − R̂ik

)

(10)RB = {(i, j, k) ∣ j ∈ R(i) ∧ k ∉ R(i)}

us to rank positive edges 
(
us, vt

)
 higher than negative pairs (

us, vk
)
 . The score is calculated by:

where R̂uv indicates the score of the target node and the 
source node. Finally, the objective function can be expressed 
as Eq. 12:

where Θ indicates the set of parameters in the graph convo-
lutional network, and the second term is the L2 norm imple-
mented to prevent overfitting. RB can be summarized as:

The detailed flow of our CSGRL is illustrated in Fig. 4. 
Firstly, we sample the first-order neighboring nodes, utiliz-
ing a uni-gram distribution table similar to the one in word-
2vec, to derive the representation S =

(
u1, u2,… , ub

)
 of the 

(11)R̂uv = ⟨U,V⟩ = U ⋅ VT

(12)

Loss = argmin
Θ

�
(u,v,k)∈RB

− ln 𝜎
�
R̂uv − R̂uk

�
+

𝜆

2

⎛
⎜⎜⎝

�
Θ∈{P0,P1,Q0,Q1}

‖Θ‖2
⎞⎟⎟⎠

(13)RB = {(us, vt, vk) ∣ (us, vt) ∈ E ∧ (us, vk) ∉ E}

Fig. 4  The CSGRL model
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source node and the representation T =
(
v1, v2,… , vb

)
 of the 

target node. Secondly, we calculate the soft alignment matrix 
A attention between node pairs (us, vt) and apply the asymmet-
ric graph encoder for the source and target nodes, respec-
tively, to obtain the representation of the source and target 
nodes. Finally, BPR is employed to train the entire model.

5  Experiments

In this section, we will evaluate the performance of 
CSGRL through extensive experiments.

5.1  Datasets

As in some previous work [11, 12], we experimented with 
the following real-world datasets, including Cora [27, 
35], Zhihu [27, 35], and Email [17], whose information 
is shown in Table 2.

The Cora dataset includes 2277 machine learning 
papers. Nodes and edges represent papers and citation 
relationships between them, respectively. Each paper in the 
graph has an abstract part. The Zhihu dataset was collected 
from the online Q &A community in China. Nodes are 
registered users, and edges are the attention relationship 
between them. The feature of each user is whose post. The 
Email dataset was gathered from a communication net-
work system between the research institutions in Europe. 
Nodes and edges are used to represent users and their com-
munication relationships, respectively.

5.2  Baseline

We classify 14 state-of-the-art methods into four groups. 
Two classification criteria are established. The first is 
whether the method is context-sensitive, and the second is 
what information, such as structure and features, is used by 
the method. Table 3 shows the classification of the methods. 
We carry out experiments for both link prediction and node 
clustering tasks.

In the following, we give a brief description of all the 
methods:

• DeepWalk [21] uses random walks to capture local con-
textual information about the nodes in the graph.

• Node2Vec [6] performs wandering sampling in the graph 
to get multiple sequences of nodes, viewing the nodes as 
words and using the word2vec algorithm in NLP to train 
the nodes.

• WalkLets [22] is a method for learning multiscale rep-
resentations of network vertices, which generates these 
multiscale relations by subsampling short random hashes 
on the graph’s vertices.

• Attentive Walk [1] automates the learning of parameters 
in the network by viewing them as a probability distribu-
tion over neighbors sampled in a random wander.

• Line [26] embeds large information networks into a low-
dimensional vector space and designs an objective func-
tion that preserves local and global network structures.

• TRIDNR [19] proposes an algorithm for coupled neu-
ral networks that utilize inter-node relationships, node 
content relevance, and labeled content in the network to 
obtain an optimal representation of each node.

• TADW [32] proves that deep wandering is equivalent to 
matrix decomposition and proposes a network learning 
method incorporating textual information.

• CENE [25] treats text content as a particular node type 
and uses node-node links and node-content links for node 
embedding.

• CANE [27] introduces a mutual attention mechanism that 
fuses nodes’ structural and textual information. The node 
representation takes into account contextual information 
and different interaction relations.

Table 2  Information summary of the databases used

Dataset # Nodes # Edges Feature

Email 1005 25571 NA
Zhihu 10000 43894 User post
Cora 2277 5214 Paper abstract

Table 3  Classification of 14 
state-of-the-art classification 
methods

Context-free Content-sensitive

Structure Structure and feature Structure Structure and feature
DeepWalk [21] TRIDNR [19] SPLITTER [4] CANE [27]
Node2Vec [6] TADW [32] GAP [11] DMTE [35]
WalkLets [22] CENE [25] VHE [30]
Attentive Walk [1] ACNE [5]
Line [26]
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• DMTE [35] learning low-dimensional vector representa-
tion of vertices with rich textual information related to 
the network.

• SPLITTER [4] introduces a new technique (Splitter) to 
learn multiple embeddings of a single node, thus ena-
bling a better description of networks with overlapping 
communities.

• GAP [11] proposes novel context-sensitive algorithm 
using attention pooling networks to focus on different 
parts of node neighborhoods

• VHE [30] considers a variant form of network embed-
ding that focuses specifically on textual networks, mod-
eling the textual information and the network topology.

• ACNE [5] suggests an adversarial mechanism for learn-
ing efficient representations employing a discriminator 
for text embeddings and a generator for structural embed-
dings.

5.3  Link prediction

Link prediction is an essential task in graph representation 
learning. We perform our experiments employing finite 
edges as the training set, and the experimental setup is con-
sistent with [11]. The scale of the training edges was set 
from 0.15 to 0.95 with an interval of 0.2, and the param-
eters were adjusted with a random search method. Since it 
was verified in [11] that the length of the neighboring nodes 
sequence does not affect the experimental results, we set the 
number of neighboring nodes in the three datasets to be a 
constant while setting d of each vertex representation be 200. 
The experimental parameter settings are shown in Table 4. 
The final results are measured by the Area Under the Curve 
of receiver operating characteristic curve (AUC) score, 
which indicates the probability that a randomly selected pair 
(us, vt) ∈ E has a higher similarity score than (us, vk) ∉ E.

Experimental results on the three datasets are shown in 
Tables 5, 6, and 7, respectively. We mark the best perfor-
mance in boldface. They demonstrate that CSGRL outper-
forms the state-of-the-art baseline in all the cases, including 
Deep Walk [21], Node2Vec [6], WalkLets [22], Attentive 
Walk [1], Line [26], TRIDNR [19], TADW [32], CENE 
[25], CANE [27], DMTE [35], SPLITTER [4], GAP [11], 
VHE [30], ACNE [5].

From the experimental results, we have two observations.

• CSGRL can significantly improve performance when the 
training set is small.

• We can find differences in the effects of CSGRL on the 
three datasets. Although the link prediction improved on 
the Cora dataset, the improvement is less pronounced, 
while the improvement is more pronounced on the Zhihu 
and Email databases. By calculating the ratio of the num-
ber of nodes and edges on the three datasets (Cora-2.29, 
Zhihu-4.39, Email-25.44), we can conclude that the rea-

Table 4  Experimental parameter settings

Dataset # Neighbors # Dropout Learning rate Repre-
sentation 
size

Email 100 0.8 0.0001 200
Cora 100 0.5 0.0001 200
Zhihu 250 0.65 0.0001 200

Table 5  Link prediction scores on the Cora dataset

Algorithm % of training edges

15% 35% 55% 75% 95%
Line 55.0% 66.4% 77.6% 85.6% 89.3%
Node2Vec 55.9% 66.1% 78.7% 85.9% 88.2%
DeepWalk 56.0% 70.2% 80.1% 85.3% 90.3%
AttentiveWalk 64.2% 81.0% 87.1% 91.4% 93.0%
WalkLet 69.8% 82.8% 86.6% 90.9% 93.3%
CENE 72.1% 84.6% 89.4% 93.9% 95.9%
TRIDNR 85.9% 90.5% 91.3% 93.0% 93.7%
TADW 86.6% 90.2% 90.0% 91.0% 92.7%
CANE 86.8% 92.2% 94.6% 95.6% 97.7%
DMTE 91.3% 93.7% 96.0% 97.4% 98.8%
SPLITTER 65.4% 73.7% 80.1% 83.9% 87.2%
GAP 95.8% 97.1% 97.6% 97.8% 98.2%
VHE 94.4% 97.6% 98.3% 99.0% 99.4%
ACNE 94.4% 97.6% 98.3% 99.0% 99.5%
CSGRL(ours) 96.8% 97.8% 98.4% 98.3% 98.4%

Table 6  Link prediction scores on the Zhihu dataset

Algorithm % of training edges

15% 35% 55% 75% 95%
DeepWalk 56.6% 60.1% 61.8% 63.3% 67.8%
Line 52.3% 59.9% 64.3% 67.7% 71.1%
Node2Vec 54.2% 57.3% 58.7% 66.2% 68.5%
WalkLet 50.7% 52.6% 55.5% 57.9% 58.1%
AttentiveWalk 69.4% 74.0% 76.4% 74.7% 66.8%
TADW 52.3% 55.6% 60.8% 65.2% 69.0%
TRIDNR 53.8% 57.9% 63.0% 66.0% 70.3%
CENE 56.2% 60.3% 66.3% 70.2% 73.8%
CANE 56.8% 62.9% 68.9% 71.4% 75.4%
DMTE 58.4% 67.5% 74.0% 78.7% 82.2%
SPLITTER 59.8% 61.8% 62.1% 61.0% 58.6%
GAP 72.6% 81.2% 81.4% 82.0% 86.3%
VHE 66.8% 74.1% 81.6% 84.7% 86.4%
ACNE 73.4% 82.4% 88.6% 91.1% 93.2%
CSGRL(ours) 77.1% 83.1% 84.2% 85.6% 87.7%
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son for this is the richer structural information on the 
Zhihu and Email datasets.

In general, encoding local structural information can 
improve link prediction performance.

5.4  Node clustering

Node clustering is the process of dividing samples into 
different categories based on a similarity between them. 
We used the same parameter settings in experiments as 
in [11] and tested the Email dataset. Only those state-of-
the-art approaches with structural information are served 
as baseline.

Settings the percentage of edges in our training set ranged 
from 0.25 to 0.95 with a step of 0.20. The remaining settings 
are the same as in link prediction.

Given true classification y and predicted classification 
ŷ , we adopt NMI(y, ŷ) and AMI(y, ŷ) measures of similar-
ity, where NMI(y, ŷ) is normalized to I(y, ŷ) and AMI(y, ŷ) is 
randomized to I(y, ŷ) [28].

Result Experimental results are shown in Tables 8. Com-
pared with seven state-of-the-art methods, our CSGRL 
method has excellent performance.

5.5  Ablation study

Firstly, we assessed the effect of the coding methods on 
results. Two different encoding methods are used in the 
coding section. CSGRL∗ is to utilize the asymmetric graph 
encoder for the source and target nodes separately, and 
CSGRL is to combine the neighboring nodes with the asym-
metric graph encoder to obtain a context-sensitive represen-
tation. The results are shown in Table 9.

The results show that the CSGRL∗ method produces lim-
ited results because it only uses local structural information 
to improve the representation of the source and target nodes. 
In the CSGRL method, we obtained superior performance 
by combining the neighboring structure information of them.

Then we look at the influence of structural information on 
representation ability. Different numbers of nodes and edges 
were tried on the three datasets was attempted, as more edges 
indicate richer structural information. The average number of 
neighboring nodes per 100 nodes for Cora, Zhihu, and Email 

Table 7  Link prediction scores on the Email dataset

Algorithm % of training edges

15% 35% 55% 75% 95%
DeepWalk 69.2% 74.1% 76.6% 78.7% 79.0%
Line 65.6% 73.8% 76.7% 78.5% 78.8%
Node2Vec 66.4% 71.2% 72.7% 74.5% 76.1%
WalkLet 70.3% 75.2% 78.2% 78.9% 78.5%
AttentiveWalk 68.8% 73.5% 74.1% 73.0% 68.6%
SPLITTER 69.2% 69.1% 70.6% 73.3% 75.2%
GAP 77.6% 81.9% 83.1% 84.5% 84.8%
CSGRL(ours) 81.6% 84.1% 85.9% 86.5% 86.9%

Table 8  Node clustering on the 
Email

Algorithm % of training edges

25% 55% 75% 95%
NMI AMI NMI AMI NMI AMI NMI AMI

DeepWalk 41.3% 28.6% 53.6% 44.8% 50.6% 42.4% 57.6% 49.9%
Line 44.0% 30.3% 49.9% 38.2% 53.3% 42.6% 56.3% 46.5%
Node2Vec 46.6% 35.3% 45.9% 35.3% 47.8% 38.5% 53.8% 45.5%
WalkLet 47.5% 39.9% 55.3% 47.4% 54.0% 45.4% 50.1% 41.6%
AttentiveWalk 42.9% 30.0% 45.7% 36.5% 44.3% 35.7% 47.4% 38.5%
SPLITTER 38.9% 23.8% 43.2% 30.3% 45.2% 33.6% 48.4% 37.6%
GAP 67.8% 58.8% 64.7% 55.7% 65.6% 57.6% 65.4% 58.7%
CSGRL(ours) 73.1% 63.8% 69.3% 58.9% 71.6% 62.5% 69.8% 62.5%

Table 9  Effect of the coding 
methods

Algorithm Zhihu Email

Training ration Training ration
15% 35% 55% 75% 15% 35% 55% 75%

GAP 72.6% 81.2% 81.4% 82.0% 77.6% 81.9% 83.1% 84.5%
CSGRL∗ 69.4% 72.9% 72.6% 75.8% 71.1% 73.7% 74.5% 75.1%
CSGRL 77.1% 83.1% 84.2% 85.6% 81.6% 84.1% 85.9% 86.5%
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are 229, 176, and 254, respectively. Finally, we calculated the 
growth rate of AUC after appending neighboring structure 
information.

Although the structural information on Cora is more 
prosperous than that on Zhihu, Fig. 5 shows, its growth rate 
is lower than that of Zhihu. The reason is that the value of 
AUC on Cora is higher. Overall, Email is the richest in struc-
tural information and has the most remarkable growth rate 
in representational capacity when combined with structural 
information.

6  Conclusion

In this paper, we have presented a novel context-sensitive rep-
resentation method, Context-Sensitive Graph Representation 
Learning (CSGRL), which takes information about neighbor-
ing nodes and local structures as input features and employs 
the asymmetric graph encoder to learn high-quality node rep-
resentations. We experiment on three datasets and demonstrate 
that CSGRL outperforms the state-of-the-art methods in link 
prediction and node clustering tasks. In the future, we will 
investigate how to cross-fuse properties among neighboring 
nodes to improve graph embedding representation.
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